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Just give me the
data



Just send it, bro!

Telemetry
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Just pull it

Your Application <




But what if...
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Protocols & Terminology

e Telemetry - Logs/Metrics/Traces/Profiles
e OpenTelemetry (OTel) > Set of standards for telemetry data
e OpenTelemetry Protocol (OTLP) - Specific transport protocol for telemetry

e OpenTelemetry SDK - Language specific instrumentations



What do they do?

OTLP Relabel OTLP
Prometheus Scrape Generate new data Prometheus RW
eBPF Sampling/Redacting File/Debug

Application specific extractors Routing/Multitenancy



How are they configured
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receivers:

otlp:
protocols:
grpc:
http:

7 processors:

15
16
17

memory_limiter:
batch:
exporters:
otlp:
endpoint: otelcol:4317
extensions:
health_check:
pprof:
zpages:
service:
extensions: [health_check, pprof, zpages]
pipelines:
traces:
receivers: [otlp]
processors: [batch,memory_limiter]
exporters: [otlp]
metrics:
receivers: [otlp]
processors: [batch]
exporters: [otlp]
logs:
receivers: [otlp]
processors: [batch]
exporters: [otlp]






Instrumenting the Application

Metrics Logs Traces
e Push/Pull e File/Network e Tail/Head Sampling
e Delta/Cumulative e JSON/logfmt

e Prometheus/OTelL

Client/Collector Enrichment



Instrumenting the Application in Kubernetes

Metrics Logs Traces
e Push/Pull e File/Network e Tail/Head Sampling
e Delta/Cumulative e JSON/logfmt

e Prometheus/OTelL

Client/Collector Enrichment



Deployment Strategies
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Collecting Logs
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Scaling Strategies - for

Application
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Scaling Strategies - for
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Scaling Strategies - for push
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Scaling Strategies - for pull
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Scaling Strategies - for pull
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Scaling Strategies - for
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Scaling Strategies - for pull

Application

Application

i @ i > Storage
Application

Alloy
. Cluster

Application




Recommendations




Recommendations

Separate
telemetry

types

Node log
collection
Cluster
Metrics

Load Balance
Traces

Chain
collectors

e Multitenancy
e Team
separation

Keep
consistent
e Avoid
excessive
conversions
e Establish
label

conventions

Instrument
early

Start projects
with O11Y in
mind

Focus on
traces first
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Thanks for participating!

Have more questions? Get involved:
Join us at community.grafana.com 1, O @)

or Grafana public slack #alloy
#alloy grafana/alloy community.grafana.com



